
January 30, 2024

Chairwoman Christy McCormick
Vice Chair Benjamin W. Hovland
Commissioner Thomas Hicks
Commissioner Donald L. Palmer
U.S. Election Assistance Commission
633 3rd Street NW, Suite 200
Washington, D.C. 20001

Dear Commissioners:

We write to express serious concerns about the use of artificial intelligence (AI)-generated 
content to spread disinformation about our elections and to urge the Election Assistance 
Commission to take additional steps to help state and local officials combat these threats. 

We are already seeing AI being used to target candidates and voters from both parties. Last week
there were reports of AI-generated robocalls using the President’s voice to tell people not to vote 
in the primary election in New Hampshire, and AI-generated deepfakes have also impacted 
multiple Republican presidential candidates by deceptively showing them saying things that they
never said.  

We have introduced bipartisan legislation to address the challenges that this kind of deceptive 
AI-generated content poses to our democracy. As this year’s primary elections are now 
underway, it is critical that those who administer our elections have the information necessary to 
address these emerging threats in a timely and effective way. 

It is for these reasons that we urge the Election Assistance Commission to provide 
comprehensive guidance to state and local election administrators about how they can defend 
against AI-generated disinformation. We also ask that you take further action to ensure that 
officials are aware of the support and information that the Commission makes available, 
following the initial guidance that it released in August as the technology becomes more 
sophisticated and voters continue to cast ballots in this year’s elections. 

Thank you for your attention to this important matter. We look forward to your response.

Sincerely,

Amy Klobuchar
United States Senator

Susan M. Collins
United States Senator


